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 In the banking sector, this study is very suitable for determining 

and improving accuracy and determining credit status 

classification. This study aims to apply the Exploratory Data 

Analysis (EDA) method in supporting credit status classification 

at PT. Bank Tabungan Negara KCP Lubuklinggau Persero Tbk. 

Exploratory Data Analysis (EDA) as data exploration and 

Machine Learning Algorithms such as Random Forest as 

modeling in determining classification. The results show that the 

Exploratory Data Analysis (EDA) method successfully 

determines data patterns, while Random Forest in modeling 

achieves accuracy, recall, Precision, F1-Score of 100% in 

predicting the credit status of KPR customers. This method is 

expected to be useful in making decisions on more accurate credit 

status by the bank. 
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INTRODUCTION 

Banks are business entities that collect funds from the public in the form of savings and distribute 

them to the public in the form of credit and/or other forms in order to improve the standard of living of 

many people (Wulansari & Purwitasari, 2023). As the main provider of mortgage services, PT. Bank 

Tabungan Negara KCP Lubuklinggau Persero Tbk offers a number of financial products and services, 

including Home Ownership Credit (Wikipedia, n.d.). 

Credit is the provision of a loan to another party which requires the borrower to repay it along with 

interest over a certain period of time in accordance with a previously agreed agreement (Sidik, 2019). To 

maximize the potential of banks and ensure business success, it is essential to understand the factors that 

affect credit customer performance. In this context, machine learning and Exploratory Data Analysis (EDA) 

methods are increasingly needed to analyze credit data more comprehensively and accurately. 

The EDA method can provide more useful information in understanding the patterns and 

characteristics of customer credit data. For example, research on Machine Learning for Enhanced Credit 

Risk Assessment shows that EDA is very helpful in identifying payment patterns that are difficult to see 

clearly and is very helpful in developing models that predict credit smoothness based on large amounts of 

data. This is very important for banks to reduce the risk of stock market fluctuations and ensure their 

financial stability (Risiko et al., 2020). 
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In the context of machine learning, algorithms such as Random Forest have proven to be more 

effective than traditional methods. Random Forest, also known as random decision forests, is a specific 

algorithm that uses a combination of decision trees based on a subset of a dataset (Andrew Murphy, 2019). 

The use of Exploratory Data Analysis (EDA) in customer credit analysis allows PT. Bank Tabungan Negara 

KCP Lubuklinggau Persero Tbk to identify several features that have a major impact on credit evaluation, 

with relevant variables, such as several collectabilities, namely current, special attention, less current, 

doubtful and bad, the bank can improve risk prediction. Machine learning algorithms are then used to 

categorize data according to credit risk probability. It is expected that this random forest algorithm will 

provide faster, more accurate results, and work continuously without human assistance than traditional 

methods, increasing the operational efficiency of the bank (Ningsih et al., 2022). 

So that the results of accuracy, recall, precision, and F1-score are 100% each. Then the results of 

the credit status of KPR customers who were declared smooth amounted to 25 customers and were declared 

non-smooth amounted to 63 customers from 292 datasets that had been preprocessed, namely splitting data. 

This study aims to classify the form of mortgage customer data using the EDA method and the use 

of random forest as a machine learning algorithm to determine the smoothness of credit status, namely 

smooth and non-smooth customer credit, with model evaluation using metrics such as accuracy, recall, 

precision, F1-score and confusion matrix. 

The results of this study are expected to provide insight into credit risk which shows that the 

Exploratory Data Analysis (EDA) method and the Random Forest Machine Learning algorithm are very 

important in the analysis. So that the credit status of mortgage customers who are declared non-performing 

is higher than the credit status declared current based on the customer's credit arrears variable. This 

illustrates that there are significant features that influence credit status, which are useful in making credit 

risk decisions. Regarding the pattern and distribution of mortgage customer credit data in an intuitive 

understanding for distribution analysis and visualization of prediction results. 
 

RESEARCH METHOD 

1. Research Stages 

 Figure 1 explains the research stages that will be used, starting from data collection to results and 

implementation. 

 

 
Figure 1. Research Stages 

 

 Figure 1 shows that the data used in this study is KPR customer payment data at PT. Bank 

Tabungan Negara KCP Lubuklinggau Persero Tbk, with CSV (Comma Separated Values) data 

format. The data received will be processed using the Exploratory Data Analysis (EDA) method, at 

this stage data simplification is carried out through pre-processing with Cleaning Data, miising values, 

numeric data normalization, and data splitting. 

 The simplified data will be processed again in a machine learning model such as random forest to 

determine accuracy, recall, precision, F1-score and confusion matrix. Furthermore, the model 

evaluation stage is to assess how strong the model is to classify credit status. Each metric provides 

different model strengths and weaknesses. Cross-Validation as a validation process applies k-fold 

cross-validation to measure model ideas and stability in varying datasets. 

 The results and implementation of this study are expected to explain important patterns through a 

random forest algorithm based on machine learning on customer credit data, the resulting model will 

then be evaluated using accuracy, recall, precision, F1-score and confusion matrix. Implementation is 

useful for integrating the best models such as random forests in bank credit evaluations, can classify 

customer credit status smoothly or not smoothly. 

 This study has 292 KPR payment customer data that has been taken directly by researchers at PT. 

Bank Tabungan Negara KCP Lubuklinggau Persero Tbk. This study uses two types of data, namely 
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primary and secondary. Primary data is data obtained through the results of an interview process with 

one of the bank staff who is in charge of managing customer credit data, while secondary data is a 

dataset that has been collected based on bank reports in the form of consumer payment data in the 

form of excel format which will be processed in CSV format to classify the Random Forest algorithm 

based on Machine Learning. 

 

2. Random Forest 

 Random forest is an ensemble method used to solve classification problems (Budianti & Suliadi, 

2022). Several studies have shown that the random forest method has a higher accuracy value than 

other methods. In addition, in large data sets, the random forest method is very suitable for use, 

because the data set formed on each tree is not the same data set, but rather the result of bootstrapping. 

However, if the resulting decision tree is increasing, then the creation of the model takes a long time. 

The random forest method is carried out by growing many trees so that a forest is formed, then the 

analysis is carried out on the collection of trees (Ulandari et al., 2024). 

 Random forest classification error estimation, research can be obtained in the following way (Liaw 

& Wiener, 2018) : 

a. Make predictions for data not in the bootstrap sample (which Breiman calls “Out-Of-Bag,” or 

OOB) using a tree created with the bootstrap sample. 

b. The second step, combine the OOB predictions. On average, each data point will be out of the 

bag about 36% of the time. 

c. The third step, calculate the error rate, and call it the OOB error estimate. 

  (Liaw & Wiener, 2018) The OOB error estimate is quite accurate, it is recommended that enough 

trees are planted so that the OOB estimate is not biased upwards. 

 

3. Exploratory Data Analysis (EDA) 

1) Application of Exploratory Data Analysis (EDA) and Machine Learning.  

 Exploratory Data Analysis (EDA) is an important step to understand the data thoroughly 

before applying machine learning models. EDA is essential to find patterns and gain insights from 

data. It often involves summarizing key data characteristics through visualization. EDA is an 

important step to understand the data thoroughly before applying Random Forest. While the 

Random Forest Algorithm can improve financial analysis by predicting banking financial metrics 

and trends. The Random Forest model is usually used for predictive analysis (Santosa et al., 

2024). 

 EDA has a major benefit, one of which is its role in increasing the effectiveness of 

predictive models. By understanding the entire data, data scientists can make informed decisions 

about feature selection, transformation, and engineering that lead to more robust and accurate 

predictive models. EDA helps identify relevant variables, uncover potential confounding factors, 

and understand their interactions (Exploratory Data Analysis (EDA) for Data Science and ML, 

n.d.). Here are some graphical techniques that are often used: 

1. Plotting raw data such as data traces, histograms, bihistograms, probability plots, log plots, and 

Youden plots. 

2. Plotting simple statistics such as mean plots, standard deviation plots, box plots. 

 
Figure 2. Exploratory Data Analysis (EDA) (Aryanti & Setiawan, 2019)  

 

2) Review of Key Variables in Credit Data 

 There are three variables that have been selected by the author according to the 

characteristics and assessment of customer credit status, namely : 

a. Collectibility 

 The collectability variable has five elements, namely col-1 which is interpreted as 

smooth, col-2 which is interpreted as under special attention with delays ranging from 31-90 

days, col-3 which is less smooth with delays in payment of around 91-120 days, col-4 which 

is doubtful with delays of 121-180 days, and col-5 which is bad with delays <180 days. 

b. Arrears 

Problem Data Analysis Model Conclusion
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 Arrears are the nominal installments that have not been paid by consumers to the bank. 

 

c. Due Date 

 The due date is determined or calculated since the implementation of the credit agreement 

and the agreement on payment procedures between the consumer and the bank. The credit 

payment period for KPR is around 15 years and the due date has been calculated if the 

payment is late. 

 

 

RESULTS AND DISCUSSION 

1) Result 

 The dataset produced by the author through the data collection process amounted to 292 KPR 

customer data, with several variables including collectability, arrears, and due date. These variables 

will determine the credit status of customers who are declared smooth or not smooth KPR customer 

credit. 

 
Figure 1. Statistik Deskriptif 

 

 Figure 1. Statistik Deskriptif shows descriptive statistics aimed at understanding the scale of the 

data, identifying outliers, and the distribution of values as a basis for statistical summary. 

Continued with Figure 2. Data Exploration (EDA Visualization) This process aims to show the 

relationship between variables, such as collectability and customer maturity date. 

 

 
Figure 2. Data Exploration (EDA Visualization) 
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Then enter the process of visualizing the distribution of collectability and arrears data. 

  
Figure 3. Distribution Collectibility and Arrears 

 

 The distribution of customer collectability displays the distribution of collectability categories, 

while the distribution of arrears based on collectability shows that the median value of arrears is 

according to the collectability category. So the following display makes it easier to understand in 

interpreting an analysis. 

 

 Next, pre-processing is data processing before entering the modeling process, namely missing 

values, data cleaning, numeric data normalization, and data splitting. In the missing values process, 

the results show that the three variables used have 0 missing values. 

 

 
Figure 4. Cleaning Data 

 

 

 Figure 4. Cleaning data starting with ensuring the due date is not lost during cleaning, and ending 

with dropping the due date column if it is not needed. Continued by converting the collectability target 

into two classes, namely Current and Non-Current before the data splitting process. 

Splitting Data in this study was divided into 2 elements, namely 70% training data and 30% testing 

data, the results obtained were (204, 2) (88, 2) (204, ) (88, ).  
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Figure 5. Evaluasi Model 

 

 The evaluation of this model shows that the value for accuracy is 1.0 (100%), precision 1.0 

(100%), recall 1.0 (100%), and F1-Score 1.0 (100%). Then the Confusion Matrix as a prediction of 

actual test data and predictions shows: 

1. 128, true negatives : for the number of non-smooth customer data. 

2. 0, false negatives  : for the number of smooth data. 

3. 76, true positives  : for the number of smooth data. 

4. 0, false positives  : for the number of non-smooth data. 

 After model evaluation, a unique value check is carried out to assist in further evaluation and 

ensure the quality of the model predictions. Continued by calculating the accuracy of each class with 

the training data prediction and calculating the total accuracy, the accuracy of each class is shown by 

an array of two elements, each of which is one in float format, then the result of the total accuracy is 

1.0 (100%). 

 
Figure 6. Cross-Validation 
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 Shows that perfect testing on some folds reaches 1.0 (100%), and some folds show 0.95 (95%), 

which means there is inconsistent performance in the data subset. Continued with the accuracy of the 

test data of 100%. 

 

 
 

 
 

Figure 7. Result and Implementation 

 

 The credit status results show that there are 25 customers who are current and 63 who are not 

current. The results obtained have gone through a data splitting process, resulting in 25 and 63 

customer data based on the current and non-current credit. The results have been displayed in the form 

of a bar chart, namely the distribution of credit status shows that non-current customer data is higher 

than current customer data. Then the boxplot diagram shows that the arrears value based on non-

current is higher than current customers. 

 

2) Discussion 

 This research was conducted with data taken in Microsoft Excel which has been tabulated in CSV 

(Comma Separated Values) format. Data processing uses KPR customer payment data of PT. Bank 

Tabungan Negara KCP Lubuklinggau Persero Tbk totaling 292 data in 2024, from which data three 

variables were taken, namely Collectability, Arrears, and Due Date as determinants of KPR customer 

credit status. The following can be seen some examples of 292 KPR customer payment data. 

 

Table 1. customer payment data table 

collectibility arrears due_date    

1 0 28/10/2039 

1 0 28/10/2039 
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1 0 28/10/2039 

2 1380000 21/05/2039 

2 250.000 08/05/2039 

2 750.000 29/05/2039 

3 23,750.000 31/07/2039 

3 41210001 30/05/2039 

3 36004901 26/06/2039 

4 50000009 22/01/2039 

4 92000230 15/05/2039 

4 56800000 08/03/2039 

4 89000500 17/04/2039 

4 59000785 03/04/2039 

4 66003110 30/10/2039 

4 98200000 07/05/2039 

4 76901540 22/05/2039 

5 130193200 22/04/2039 

5 101230453 24/07/2039 

5 149500000 06/06/2039 

5 150500000 13/06/2039 

5 100000500 14/06/2039 

5 146380000 26/06/2039 

5 160000000 10/07/2039 

5 120000200 19/07/2039 

 

 The application of the Exploratory Data Analysis (EDA) method in this study aims to understand 

data patterns and data characteristics comprehensively, by displaying descriptive statistics and plots 

of three variables before entering preprocessing and algorithm models as determinants of customer 

credit status. 

 Model Evaluation, shows the results that Accuracy is 100% on training data, accompanied by 

recall, precision and F1-Score which are each 100%. This shows that the model can properly classify 

the credit status of KPR customers. The Confusion Matrix is used to determine the credit status with 

smooth and non-smooth classes, with correct predictions of true positive and true negative and 

incorrect predictions of false positive and false negative. 

 Cross-Validation Scores for RF (10 Fold), shows that perfect testing on some folds reaches 1.0 

(100%), and some folds show 0.95 (95%) which means there is inconsistent performance in the data 

subset. This process indicates that the model performance works very well, but has some specific 

subsets that are less than optimal. 

 Implementation and Results, it can be seen that the results of the credit status prediction after 

Splitting Data are the number of customers predicted to be smooth is 25 customers, while the number 

of customers predicted to be not smooth is 63 customers. The display of a summary of arrears statistics 

based on the prediction status aims to make a comparison between the two categories. Customers who 

are said to be not smooth are much higher compared to current customers based on credit arrears. 

Then the results also observe arrears data and days since due date for customers whose credit status is 

not smooth.  

 The distribution of credit status using a bar chart shows the number of customers in the non-smooth 

category and the prediction of the smooth category has a small portion. Furthermore, the distribution 

of arrears based on credit status shows higher prediction results in the non-smooth category and less 

in the current category, the same as the distribution of credit status marked by the bar chart. 

 Based on the tests conducted by researchers, it was proven that the random forest algorithm 

successfully classified credit status into two classes, namely smooth and not smooth. Not only that, 

the algorithm also successfully showed an accuracy value of (100%), recall (100%), precision (100%), 

and F1-Score (100%). Then the test also showed the success of the EDA method in determining data 

patterns before entering the modeling process. 
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CONCLUSION 

 Based on the discussion and what the researcher explained previously, it can be concluded that the 

application of the Exploratory Data Analysis (EDA) method successfully processed data and analyzed 

credit status at PT. Bank Tabungan Negara KCP Lubuklinggau Persero Tbk to form a classification model 

with machine learning compared to using traditional methods. Applying the Exploratory Data Analysis 

(EDA) technique to simplify data in analyzing in depth, explaining the relationship between variables, and 

performing preprocessing, namely cleaning data, handling missing values, normalizing numeric data, and 

splitting data very well. 

 The Random Forest algorithm is very accurate in classifying the credit status of KPR customers 

at PT. Bank Tabungan Negara KCP Lubuklinggau Persero Tbk is capable of performing quite well, based 

on the results explained in the previous chapter that the evaluation uses accuracy, recall, precision, F1-

Score, and confusion matrix with each being 1.0 (100%). 

 The results show that the Exploratory Data Analysis (EDA) method and the Random Forest 

Machine Learning algorithm are very important in the analysis. So that the credit status of mortgage 

customers who are declared non-performing is higher than the credit status declared current based on the 

customer's credit arrears variable. This illustrates that there are significant features that influence credit 

status, which are useful in making credit risk decisions. Regarding the pattern and distribution of mortgage 

customer credit data in an intuitive understanding for distribution analysis and visualization of prediction 

results. 

 Based on the results of the study conducted in this study, it can be suggested for further research 

to improve model reasoning, it is recommended to use a larger and more diverse dataset. Considering other 

Machine Learning algorithms such as GBoost (Gradient Boosting) as a consideration for comparison with 

Random Forest performance. It is recommended to expand the variables with analysis that affects credit 

status such as income variables, macroeconomics, and customer liabilities. he author hopes that PT. Bank 

Tabungan Negara KCP Lubuklinggau Persero Tbk can utilize the results of the customer credit status 

analysis as a consideration in formulating effective and proactive policies to deal with customers with high 

credit risk. 
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