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The increasing number of user reviews on digital music platforms such as Spotify highlights the 
importance of sentiment analysis to better understand user perceptions. This study aims to develop a 
sentiment classification model for Spotify user reviews using a Bidirectional Long Short-Term Memory 
(BiLSTM) approach combined with BERT embeddings. The dataset consists of multilingual user reviews 
collected from the Google Play Store. Preprocessing steps include text cleaning, tokenization, and 
padding. BERT is utilized to generate contextual word embeddings, which are then processed by the 
BiLSTM model to classify sentiments as either positive or negative. The model’s performance is 
evaluated using a confusion matrix with accuracy, precision, recall, and F1-score metrics. The results 
show that the BiLSTM-BERT model achieves an F1-score of 0.8852, a recall of 0.9396, a precision of 
0.8375, and an accuracy of 0.8374. These findings demonstrate the model’s effectiveness in handling 
multilingual sentiment analysis tasks, offering valuable insights for developers in enhancing user 
experience through data-driven decision-making. 
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1. Introduction 

Spotify is a music streaming application that 
allows users to listen to music across various 
genres from different artists (Aldabbas et al. 
2020). With over 188 million users in 2022 
(businessofapps), Spotify dominates the music 
streaming market(Josi, Arindawati, and Nurkinan 
2020). In today’s digital era, sentiment analysis 
plays a crucial role in understanding user 
opinions, and applications like Spotify provide a 
rich dataset of reviews that can be analyzed to 
improve services and user experience(Locarso 
2022) (Rahayu, Fauzi, and Rahmat 2022). 

Several approaches have been employed 
in sentiment analysis, including machine learning-
based methods and natural language processing 
(Wahyudi and Kusumawardana 2021) (Verma 
2022). For instance, Karim (2020) used the 
Multichannel Convolutional-LSTM method to 
classify a dataset from Bengali news articles, 
Facebook pages, and tweets, achieving a top 
accuracy score of 78.36%(Karim et al. 2020). 
Similarly, Kahn (2022) applied the CNN-LSTM 
method for sentiment analysis on datasets in both 
English and Romanized Urdu, achieving a top 
accuracy score of 84.1% for the English dataset. 
While these methods yielded promising results, 
they did not fully account for contextual factors in 
their analysis(Khan et al. 2022). 

However, there are limitations in these 
approaches, particularly in terms of context 
understanding. While LSTM models have a forget 
gate feature to retain the text they have previously 
received, they can only read text in one direction, 
which limits deeper understanding of word 
relationships in a sentence(Jahangir et al. 
2021)(Imrana et al. 2021)(Yu et al. 2024)(Liu and 
Guo 2019). Additionally, GloVe, as a word 
embedding technique, does not consider the 
position of words in a sentence, which can lead to 
inaccurate results even when the word order 
changes. Furthermore, while BERT helps clarify 
word forms in sentences, some previous studies 
did not optimally implement BERT(Otter, Medina, 
and Kalita 2021)(Chinnalagu and Durairaj 
2021)(David, Cui, and Rahimi 2020) 

This study proposes the use of Bidirectional 
LSTM (BiLSTM) and BERT as an alternative to 
LSTM and GloVe/Word2Vec. BiLSTM can read 
text in both directions, allowing for a better 
understanding of word context and relationships in 
a sentence. Additionally, BERT, which uses a two-
way transformer technique, enables richer 
contextual modeling and more accurate sentiment 
analysis. 

The aim of this study is to explore the 
effectiveness of a BiLSTM model combined with 
BERT in sentiment analysis of user reviews for the 
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Spotify application. With this approach, it is 
expected that a deeper and more accurate 
understanding of user opinions regarding the 
application can be achieved, contributing to the 
development of more advanced sentiment 
analysis methods in the future. 

 
2. Research Methods 

The experiments in this study were 
conducted on a Lenovo ThinkPad T14 equipped 
with an AMD Ryzen 7 7730U processor (8 cores / 
16 threads, 2.0 / 4.5 GHz, 4MB L2 / 16MB L3 
cache) and 16 GB RAM with 512 GB SSD storage. 
The flow of sentiment analysis research, which 
includes the implementation of Bidirectional LSTM 
and the BERT Tokenizer, is illustrated in Figure 1. 

Figure 1 illustrates the stages of the 
research methodology conducted. These stages 
will be explained in the following statements. The 
dataset consists of reviews of Spotify and was 
obtained through web scraping. This dataset 
contains sentiment data in various languages 
(multilingual). In the 'rating' attribute, it was 
observed that the distribution is bimodal, with two 
distinct peaks that are far apart(Indrawati 2021). 
The dataset will be segmented based on the 
average rating score. 

 

 
Figure 1. Research concept 

 
There are two stages of data 

preprocessing, which include the data cleaning 
process and BERT Tokenization. During data 
cleaning, text attributes undergo processes such 
as case folding (Rachman, Goejantoro, and 
Amijaya 2020), punctuation removal, and stop 
word elimination (Heryanto and Pramudita 2020). 
Meanwhile, the BERT tokenizer breaks down the 
text within the documents into tokens(Firdaus and 
Firdaus 2021)(Anhar, Adji, and Akhmad Setiawan 
2019)(Prihatno et al. 2021)(Varghese et al. 2019). 
The model used for implementing BiLSTM is 
based on a recurrent neural network architecture, 
specifically Recurrent Neural Network (RiNN). 

The BiLSTM model training employs the 
following functions: Binary Cross Entropy loss, 

Adaptive Moment Estimation (Adam) Optimizer 
with a learning rate of 1e-4, and a total of 5 
epochs(Ratna 2020)(Pandika Pinata, Sukarsa, 
and Dwi Rusjayanthi 2020)(Fhadli et al. 2022). 
The metrics used for model evaluation include the 
Confusion Matrix, Accuracy, and F1-Score. 

 
3. Results and Discussion 

As a follow-up to the review of previous 
studies, this research explicitly provides a 
comparison with several earlier approaches that 
did not implement the Bidirectional Long Short-
Term Memory (BiLSTM) architecture. The 
BiLSTM approach in this study offers a significant 
advantage in capturing the contextual meaning of 
user reviews, as it processes information in both 
forward and backward directions, thereby 
improving sentiment classification accuracy 
compared to the unidirectional models used in 
prior studies. Moreover, this research analyzes 
user reviews written in 49 different languages, 
making the proposed model more robust and 
applicable to multilingual sentiment analysis. 

 
a. Data Collection 

This research utilizes the Spotify application 
review dataset, which was collected by scraping. 
The Spotify reviews were gathered within the time 
frame of April 18, 2022, to January 13, 2023, and 
the scraping process took place on January 31, 
2023, at 10:44. This dataset is stored in .csv 
format and comprises 12 attributes, including 
source, review_id, user_name, review_title, 
review_description, rating, thumbs_up, 
review_date, developer_response, 
developer_response_date, language_code, and 
country_code. In total, there are 61,594 records of 
sentiment data. Review Description refers to the 
raw content of the review submitted by the user. 
This attribute is multilingual, consisting of 49 
languages, including Japanese, Indonesian, 
Catalan, Norwegian, Hebrew, Welsh, 
Macedonian, Tagalog, Romanian, Kannada, 
Ukrainian, Portuguese, Marathi, Telugu, French, 
Swahili, Russian, Turkish, Hungarian, Punjabi, 
Korean, Greek, Gujarati, Czech, Hindi, Arabic, 
Nepali, Lithuanian, Tamil, German, Bulgarian, 
Finnish, Italian, Slovak, Malay, and many others.  

 
b. Data Preparation 

In the 'rating' attribute, it was observed that 
the distribution is bimodal or exhibits two distinct 
peaks. The distribution results are illustrated in 
Figure 2. 

The distribution pattern depicted in Figure 2 
indicates that the dataset is imbalanced. 
Consequently, the 'rating' attribute is simplified 
into two classes, namely 'positive' and 'negative,' 
based on the mean rating of 3.15. This 
simplification results in ratings 1 to 3 being 
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classified as 'negative' and ratings 4 to 5 being 
classified as 'positive.' The total data resulting 
from this class simplification process amounts to 
31,657 records for the 'negative' class and 29,937 
records for the 'positive' class. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Rating 
 

c. Text  Preprocessing 
In this stage, the research comprises two 

steps: data cleaning and text tokenization using 
the BERT Tokenizer. The workflow is illustrated in 
Figure 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Text Preprocessing 
 

First, input sentences or reviews are 
segmented into subwords using the WordPiece 
tokenization process. These tokens or subwords 
are then mapped to ID values, with each ID 
corresponding to the word numbering in the 
vocabulary list maintained by the BERT 
Tokenizer. Since the pre-trained BERT model 
utilized in this study is M-BERT, the maximum 
token limit should not exceed 512 tokens. For 
reviews with a token count below this limit, 
padding is applied. Only two attributes from the 
dataset are utilized: 'rating' and 
'review_description,' as illustrated in Table 1. 

 
Table 1. The function of Power Supply 

Components 

No Sentiment Rating 

1 "BEAUTIFUL SOUND'S IS 
GOOD MUSIC TO U'RE EAR'S 
AND dTHAT'S ALL GOOD, 5 

5 

No Sentiment Rating 

TRIPLE STAR'S PLUS 
4SHO"!!! 

2 Bruh Y can't I listen to the music 
I searched up and pressed play 
on? 

3 

3 Amazing app.... 5 
4 There is no way to add podcast 

episodes to my queue on my 
phone. It's also very easy to 
accidentally swipe and skip 
episodes or clear the queue. 
Other apps like PocketCasts 
are much easier to use 

2 

5 It's a great music play but or at 
least for me when I logged in 
with my new phone it didn't let 
me play the song I wanted it 
picked a random song from my 
playlist. I want them to fix this it 
also has a thirdy second ad for 
almost every song. 

4 

 
Meanwhile, the attributes source, 

review_id, user_name, review_title, thumbs_up, 
review_date, developer_response, developer_ 
response_date, language_code, and country_ 
code are excluded from this study as they do not 
play a significant role. 
1. Case Folding  

In text review datasets, there is often a 
mixture of uppercase and lowercase letters. The 
objective of case folding is to convert all letters in 
the reviews to lowercase, ensuring that the 
machine does not differentiate the same word as 
different words. 
2. Punctuation Removal 

In the review dataset, punctuation marks 
are often present in the text. However, they do not 
significantly impact the meaning of the reviews. In 
this study, certain punctuation marks that do not 
significantly impact the text are removed. These 
include: ! " # $ % & ' ( ) * + , - . / : ; < = > ? @ [ \ ] ^ 
_ ` { | } ~." 
3. Stopwords Removal 

In the next step, we perform stop words 
removal. Stop words are commonly used words 
that typically do not contribute valuable 
information in sentiment analysis. For example, in 
English, stop words include words like 'a,' 'the,' 'is,' 
'are,' and so on. 

To focus the analysis on more meaningful 
words, we need to eliminate stop words. Since the 
text review dataset used in this study is 
multilingual, stop words in several languages, 
including Arabic, Azerbaijani, Basque, Catalan, 
Bengali, Danish, Dutch, English, Finnish, French, 
German, Greek, Hebrew, Hinglish, Hungarian, 
Indonesian, Italian, Kazakh, Nepali, Norwegian, 
Portuguese, Romanian, Russian, Slovene, 
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Spanish, Swedish, Tajik, and Turkish, should be 
removed. 
4. Tokenization Wordpiece 

After the data undergoes the data cleaning 
process, the next step is tokenization, where the 
text is broken down into smaller parts. In this 
research, we utilize the BERT Tokenizer 
employing the WordPiece technique. This 
involves dividing words in the text into smaller 
units known as tokens. 
5. Converting Tokens to Id Values 

Following the tokenization process, the next 
step is to convert the tokens into ID values by 
referring to the word numbering within BERT’s 
vocabulary list. An example of this word-to-ID 
mapping is presented in Table 2. 

 
Table 2. Token Conversion 

Sentiment Sentiment 

beautiful,sounds,goo
d,music,ure,ears,that
s,good,5,triple,stars,
plus,4sho 

[3376, 1010, 4165, 
1010, 2204, 1010, 
2189, 1010, 24471, 
2063, 1010, 5551, 
1010, 2008, 2015, 
1010, 2204, 1010, 
1019, 1010, 6420, 
1010, 3340, 1010, 
4606, 1010, 1018, 
22231] 

bruh,cant,listen,musi
c,searched,pressed,
play 

[7987,27225,1010, 
2064, 2102, 1010, 
4952, 1010, 2189, 
1010, 9022, 1010, 
4508, 1010, 2377] 

amazing,app [6429, 1010, 10439] 

 
6. Padding 

The dataset used in this study contains 
texts with varying lengths in each review. To train 
the model, it's necessary for all inputs to have the 
same sentence length. As a result, a padding 
process is applied to input sentences that are 
shorter than the predefined maximum token 
length. If an input sentence exceeds the maximum 
token length, it undergoes truncation. 

The padding process involves adding 
elements of 0 to fill the length up to the maximum 
token. During the training process, text reviews 
are grouped into batches, with each batch 
containing 32 reviews. Each batch may have a 
different maximum token count. For instance, in 
the first batch, 32 reviews may have a maximum 
token count of 7. This means that if the reviews in 
the batch have fewer than 7 tokens, they will 
receive additional padding. 

 
d. Data Splitting 

In this stage, the data is split into two parts: 
the training data, which accounts for 80% of the 
dataset, and the testing data, which accounts for 

the remaining 20% (Asghar et al. 2021). This 
division is determined based on a batch size of 32, 
which is a recommended size to enhance BERT-
Fine-Tuning potential from its transfer learning 
model. 

For a total dataset size of 61,594, this 
results in 1928.0625 batches (rounded down to 
1928 batches). Consequently, 80% of 1928 
batches equals 1542 batches, or 49,344 data 
points, allocated for the training data, while 20% of 
1928 batches equals 385 batches, or 12,320 data 
points, assigned to the testing data. 
 
e. Application of BiLSTM 

The model employed in the implementation 
of BiLSTM is founded on a recurrent neural 
network (RNN) architecture. The model's 
framework is depicted in Figure 4. 

 

Figure 4. BiLSTM 
 
1. Embedding layer  

The Embedding Layer has a parameter 
called input_dim, which represents the size of the 
vocabulary, and output_dim, which specifies the 
dimensionality of the dense embedding, set at 
200. This layer will generate an output in the form 
of a 3D floating-point tensor that consists of 
samples, sequence length, and embedding 
dimensionality. 
2. Bidirectional LSTM layer 

The first Bidirectional LSTM layer employs 
64 units with the 'return_sequences' parameter set 
to true, while the second layer uses 32 units with 
'return_sequences' set to false. In this 
configuration, for a sentence example like 'the cat 
jumps over the wall,' the input sentence is 
processed both from left to right and from right to 
left. For instance, 'the cat jumps over the wall' is 
processed in the order of 'the' → 'cat' → 'jumps' → 
'over' → 'the' → 'wall' and also 'the' ← 'cat' ← 
'jumps' ← 'over' ← 'the' ← 'wall.' This process 
enhances our understanding of the sentence 
context. 
3. Dense Layer 

The first dense layer employs 64 units with 
a ReLU activation function, whereas the second 
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dense layer (following the dropout layer) utilizes 1 
unit with a sigmoid activation function. 
4. Dropout layer 

The rate is set to 0.5. Its purpose is to 
prevent overfitting in the model, a condition where 
the model learns the patterns in the training data 
too precisely, thus hindering its ability to 
generalize to new data. 
 
f. Training Model 

The Binary Cross Entropy loss function is 
utilized to calculate the cross-entropy loss value 
between the predicted sentiment and the actual 
sentiment. This loss function represents the 
performance of the trained model. 

Adaptive Moment Estimation (Adam) 
optimizer with a learning rate of 1e-4 is employed 
to minimize the model's loss value, enabling faster 
sentiment predictions. 

The number of epochs is set to 5 to expedite 
the training process. Training is conducted in 
batches rather than processing all samples in a 
single iteration. This batching approach is aimed 
at balancing accuracy and training time. 

The model training process in this study 
was carried out using 1542 batches of training 
data, totaling 49,344 data points. 
 
g. Testing Model 

To assess the effectiveness of the 
constructed model, a testing process was 
conducted using separate test data. The test 
results are determined by the accuracy value 
obtained, which is calculated based on the test 
data that was previously separated from the 
training data. 

The model testing used a predefined test 
dataset, which constitutes 20% of the total 
dataset, equivalent to 385 batches or 
approximately 12,320 data points. 

 
h. Model Evaluation 

Model evaluation is a critical aspect of this 
research. In this context, we will assess the 
performance of the model constructed using 
Bidirectional LSTM and BERT Tokenizer by 
employing the Spotify application dataset for text 
sentiment analysis. The metrics used for model 
evaluation include the Confusion Matrix, 
Accuracy, and F1-Score. 

The Confusion Matrix is used to calculate 
the predicted and actual values processed, and 
since there are only 2 classes, a 2x2 confusion 
matrix is obtained with TP = 7732, TN = 2558, FP 
= 1502, and FN = 496. Figure 5 shows the result 
of the confusion matrix. 

The result of the confusion matrix in Figure 
5 produced:  
Recall = TP / (TP + FN) = 7732 / (7732 + 496) = 
0.9396  

Precision = TP / (TP + FP) = 7732 / (7732 + 1502) 
= 0.8375  
F1-Score = 2 x Precision x Recall / (Precision + 
Recall) = 2 x 0.8375 x 0.9396 / (0.8375 + 0.9396) 
= 0.8856  
Accuracy = (TP + TN) / (TP + FN + TN + FP) = 
(7732 + 2558) / (7732 + 496 + 2558 + 1502) = 
0.8374  
Thus, the f1-score value from the confusion matrix 
result is 0.8852, recall value is 0.9396, precision 
value is 0.8375, and accuracy value is 0.8374. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Confusion matrix 
 

 
4. Conclusion 

This study demonstrates that the 
combination of BERT Tokenizer and Bidirectional 
LSTM is effective for multilingual sentiment 
analysis of user reviews on the Spotify application. 
The integration of BERT's contextual word 
embeddings and BiLSTM's bidirectional sequence 
processing significantly enhances the model's 
ability to understand and classify sentiments 
across 49 different languages. The experimental 
results showed improved accuracy over 
successive training epochs, indicating that the 
proposed hybrid approach can successfully 
capture nuanced expressions of sentiment. These 
findings affirm that the model provides a robust 
solution for sentiment classification in diverse 
linguistic contexts. 
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