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Abstract 

Information and communication technology (ICT) is essential in rapidly disseminating information. This 
research discusses the influence of ICT use in marketing promotions through TV, radio, and social 
media and compares the performance of several classification algorithms in processing the promotion 
data. The dataset is from Kaggle, with promotional attributes on TV, radio, and social media. The Cross-
Industry Standard Process for Data Mining (CRISP-DM) is used. Algorithms tested include Naive Bayes, 
K-Nearest Neighbor, Support Vector Machine (SVM), Random Forest, and XGBoost. The results 
showed that SVM had the best performance with 80% accuracy, followed by KNN (79%), Naive Bayes 
(77%), XGBoost (77%), and Random Forest (76%). SVM provided the most accurate and consistent 
predictions in marketing promotion classification. This research concludes that the optimal utilisation of 
ICT and the application of appropriate classification algorithms can increase the effectiveness of 
marketing promotions in the digital era. 
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1. Introduction 

In this current tumultuous era of 
globalisation, information and communication 
technology make dissemination of information 
possible at a speed and effectiveness that was 
unfathomable in the past. In today's society, 
information technology is an indispensable tool 
that must not be ignored, and it ensures continued 
technology relevance among people in the digital 
age. Nowadays, with the rapid growth of 
advancing business information and IT 
technologies, people can retrieve information on 
various platforms and media (Budiman, 2021). 

Information technology has advanced 
tremendously in data collection and storage, and 
the need for information generation arises from 
this data. The information gathered will, therefore, 
be critical for making every decision in a particular 
situation (Alamsyah et al., 2023). 

Indonesia itself is experiencing significant 
growth in Internet penetration; the Indonesian 
Internet Service Providers Association (APJII; 
noted that internet penetration in Indonesia has 
reached 78.19% in 2 Internet penetrated 
215.626.156 people from a total population of 
275.773.901 people (APJII, 2023), thus providing 
broader access to information sharing. This 
certainly impacts all aspects, one of which is in the 
marketing field, where innovative technology has 
become popular because it can improve 

conceptual business, including the company's 
main strategic objectives. (Al-Ababneh, 2024) 

Marketing is the most crucial thing; 
marketing is an activity, a series of organisations 
and a process of communicating, distributing and 
exchanging value offers to customers, partners 
and society (Wawolumaya et al., 2022). In the 
digital era, where marketing strategies continue to 
develop, many entrepreneurs are starting to use 
media to carry out their marketing strategies; one 
of the marketing strategies commonly used is 
promotion. (Yoesoep, 2022) 

Promotion is one of the elements that play 
an essential role in a business or business. With 
the implementation of promotions, information can 
be conveyed and influence potential customers to 
buy the products offered. (Malik et al., 2023). 
Online promotional media is becoming popular 
and is supported by growing internet users. 
Various promotional methods, including television 
and radio, can be applied, but social media is 
currently a common choice. (Puspitarini & 
Nuraeni, 2019) 

Media such as television, radio, and social 
media certainly have their advantages and 
disadvantages. Media selection depends on the 
target audience, budget, and promotional 
objectives that need to be achieved. Television 
has wide coverage and strong visual capabilities, 
but the advertising costs can be high. With its 
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more auditive nature, radio remains a practical 
option for local promotional campaigns at a more 
affordable price. With its rapid growth, social 
media provides direct audience interaction and in-
depth analytics opportunities. (Yoedtadi, 2019) 

In this context, data mining is a relevant 
approach. Data mining is a process of extracting 
previously unknown information from data. 
(Budiman et al., 2020) 

Data mining is a tool and application that 
uses statistical analysis of data by extracting or 
extracting previously unknown data and 
information (Indrayana & Solikhin, 2020). Data 
mining is simply the process of extracting data that 
leads to discovering new information by looking for 
patterns or rules from a large amount of data. 
(Ardilla et al., 2021) 

The method to extract information or 
patterns from data is through applying techniques 
in data mining, including classification algorithms 
(Alamsyah, Budiman, et al., 2024). Classification 
itself is an algorithm in data mining that classifies 
or determines a criterion from data based on 
previous data that has been studied (yunial, 2020) 

Based on the literature review, the data to 
be processed in this study is a marketing 
promotion dataset (Marketing Promotion TV vs 
Radio vs Social Media) obtained from the 
Kaggle.com site or platform. This dataset includes 
information about a business's various marketing 
promotions to increase sales. Each row in the 
dataset represents an independent marketing 
promotion using promotional budgets for TV, 
social media and radio, where the value of each 
attribute is numerical and categorical. 

In addition, Naïve Bayes, K-Nearest 
Neighbor, Support Vector Machine, Random 
Forest, and XGBoost algorithms are popular tools 
in promotional marketing analysis due to their 
effectiveness in data pattern classification, 
clustering, and prediction. Based on the 
probability of success of a campaign, the Naive 
Bayes algorithm can be employed for 
classification. In contrast, K-NN can be utilised to 
compare marketing techniques with comparable 
data patterns. SVM helps determine how best to 
classify the effectiveness of promotional 
strategies. For the classification of large volumes 
of complex data, Random Forest helps decide 
which features are most critical to the outcome of 
promotions. In addition to features like budget, 
platform, and audience, the XGBoost works 
effectively to determine promotion success, for 
instance, other factors. Through the algorithm's 
application, the marketing analysis's effectiveness 
can be improved, making it easier to formulate 
data-backed decisions for digital promotions. 

Research on data mining by comparing 
classification algorithms has been widely 
published. In this research, references from 

previous studies are needed so that they can find 
out the methods used. 

An investigation by Saud Abd et al., Kurdi et 
al., and Givari et al. emphasise the importance of 
using digital marketing channels and classification 
algorithms due to their enhancement of consumer 
purchase decisions and data analysis and, at the 
same time, testing a wide array of machine 
learning algorithms including Naive Bayes, K-
Nearest Neighbor (KNN), Support Vector Machine 
(SVM), Random Forest, and XGBoost, Saud Abd 
et al. found in their research work that the SVM 
algorithm provided a reasonable accuracy rate of 
80%, showing its capability to predict digital 
marketing campaigns' results consistently and 
accurately (Saud Abd et al., 2024). Kurdi et al. 
examined the role of digital marketing channels, 
such as online advertising, social media, email 
marketing, and search engines, on purchasing 
decisions from consumers, and it was established 
that eWOM is critical in moderating the 
relationship between marketing channels and 
buying decisions (Kurdi et al., 2022). Givari et al., 
in their work, compare SVM, Random Forest, and 
XGBoost algorithms for credit application approval 
and showed that the XGBoost model attained the 
highest accuracy of 82% with a 70% recall and 
92% precision, thereby demonstrating the high 
accuracy and reliability advantage of XGBoost 
across a breadth of classification problems. Thus, 
it would seem that where prediction occurs, 
irrespective of digital marketing or credit approval, 
the adoption of classification algorithms like SVM, 
Random Forest, and XGBoost can be rigorously 
predictive; hence, they make for quality 
improvements in data-informed decisions (Givari 
et al., 2022). 

 
2. Research Methods 

The research method used is the Cross-
Industry Standard Process for Data Mining 
(CRISP-DM), one of the data mining process 
models or frameworks. This model was initially 
developed in 1996 by five companies: Integral 
Solutions Ltd (ISL), Teradata, Daimler AG, NCR 
Corporation, and OHRA. CRISP-DM has six 
stages: Business Understanding, Data 
Understanding, Data Preparation, Modeling, 
Evaluation, and Deployment. (Amalia Yunia 
Rahmawati, 2020). 

 
 

 

 

 

Figure 1. Stages of CRISP-DM 
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Each is explained as follows (Alamsyah, Yoga, et 
al., 2024) : 
a. Business Understanding 

This stage requires knowledge of business 
objects, building or obtaining data, and matching 
modelling objectives to business objectives to 
create the best model. The activities include 
clearly defining the overall goals and 
requirements, translating these goals, determining 
the restrictions in formulating the data mining 
problem, and preparing an initial strategy to 
achieve these goals. 
b. Data Understanding 

To examine the data to identify problems, as 
in data visualisation, a summary of the data can 
be helpful to confirm whether the data is 
distributed as expected or reveal unexpected 
deviations that need to be addressed in the data. 
c. Data Preparation 

This stage is often revisited when problems 
are found during model building. Activities carried 
out include selecting cases and parameters to be 
analysed (Select Data), transforming specific 
parameters (Transformation) and cleaning data so 
that the data is ready for the modelling stage 
(Cleaning). 
d. Modelling 

This stage uses statistical and machine 
learning methods to determine the data mining 
techniques, tools, and algorithms to be applied. 
Then, the data mining techniques and algorithms 
are applied to the data with the help of tools. If it is 
necessary to adjust the data to a particular data 
mining technique, you can return to the data 
preparation stage. Some modelling methods are 
classification, scoring, ranking, clustering, finding 
relations, and characterisation. 
e. Evaluation 

They are interpreting the data mining results 
generated in the modelling process at the previous 
stage. Evaluation is carried out on the model 
applied in the last stage with the aim that the 
model determined can match the objectives 
achieved in the first stage. 
f. Deployment 

The deployment stage is the most valued 
stage of the CRISP-DM process. Planning for 
deployment begins during business 
understanding and should incorporate not only 
how to generate model values but also how to 
convert decision scores and incorporate 
decisions in operational systems. 

 
2.1 Naïve Bayes 

The naive Bayes algorithm is one of the most 
effective and efficient inductive learning 
algorithms in machine learning and data mining 
(Syarli & Muin, 2016). Naive Bayes is an algorithm 
that can classify a particular variable using 
probability and statistical methods. 

𝑃(𝐶𝑖 | 𝑋) =
𝑃(𝑋 | 𝐶𝑖)𝑃(𝐶𝑖)

𝑃(𝑋)
 (1) 

 
Description : 
X: Criteria for a case based on input 
Ci: The solution class of the i-th pattern, where i is 
the number of class labels 
P(Ci | X): Probability of class label Ci with input 
criteria X 
P(X | C): Probability of input criteria label X with 
class label Ci 
P(Ci): Probability of class label Ci 

 
2.2 K-Nearest Neighbors 

The K-nearest neighbour's method is a non-
parametric method that can be used for 
classification based on k-nearest neighbours and 
regression. The K-Nearest Neighbor algorithm is 
a method to classify the object that is closest to 
the object based on the learning data (Harun et al., 
2020). 

𝐷𝑖𝑠𝑡(𝑋, 𝑌) = √∑(𝑋𝑖 − 𝑌𝑖)2

𝐷

𝑖=1

 (2) 

 
Description : 
Dist(X,Y): Distance between objects 
Xi: Sample data 
Yi: Test data 
D: Data dimension 
i: Variable data 

2.3 Support Vector Machine 
Support Vector Machine (SVM) works based 

on the Structural Risk Minimization (SRM) 
principle, which aims to find the best hyperplane 
to separate two classes in the input space. The 
level of accuracy in the model that the SVM 
switching process will generate is highly 
dependent on the kernel function and parameters 
used (Monika & Furqon, 2018). 

The data in a dataset is given the variable 𝑥𝑖, 
while the class in the dataset is given the variable 
𝑦𝑖. The SVM method divides the dataset into two 
classes. The first class, separated by the 
hyperplane, is 1, while the other is -1 (Monika & 
Furqon, 2018). 

𝑋𝑖 ∗ 𝑊 + 𝑏 ≥ 1 𝑢𝑛𝑡𝑢𝑘 𝑦𝑖 = 1 (3) 
 

𝑋𝑖 ∗ 𝑊 + 𝑏 ≥ −1 𝑢𝑛𝑡𝑢𝑘 𝑦𝑖 = 1 (4) 

Description : 
Xi: i-th data 
W: perpendicular SVM weight value 
b: bias value 
Yi: i-th data class 
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2.4 Random Forest 
Random Forest is a supervised classification 

method. As the name implies, this method forms a 
forest of several trees (Alamsyah et al., 2023). The 
more trees there are in a forest, the more the 
power or predictive ability of the forest increases. 
In other words, the more trees there are, the more 
accurate the predictions tend to be (Polamuri et 
al., 2019). 

𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛:   𝑇(𝑥) =
1

𝐵
∑ 𝑇𝑏(𝑋)

𝐵

𝑏=1

 (5) 

 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛:  𝐶𝑟𝑓
𝐵 (𝑥)

= 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑣𝑜𝑡𝑒 {𝐶𝑏(𝑋)}1
𝐵 

(6) 

 
 
2.5 XGBoost 

XGBoost is used for supervised learning 
problems where it uses training data with multiple 
features 𝒳𝑖 to predict the target variable 𝒴𝑖 Before 
studying the tree specifically. Specifically by 
reviewing the essential elements of supervised 
learning. Model and model parameters in 
supervised learning usually refer to the 
mathematical structure in which the prediction 𝒴𝑖 
is made from the input 𝒳𝑖. A typical example is a 

linear model, where the prediction is given as 𝒴 ̂ 𝑖 
= ∑𝑗 𝜃𝑗 𝒳𝑖𝑗, a linear combination of input feature 
weights. Predicted values can have different 
interpretations depending on the task, i.e. 
regression or classification. Parameters are the 
unspecified parts that we need to learn from the 
data. In a linear regression problem, the 
parameter is the coefficient 𝜃. Usually, 𝜃 is used to 
denote the parameter Chen & Guestrin (Shafila, 
2020). 

2.6 Model Evaluation 
Confusion matrix is a tool for predictive 

analysis in machine learning to check the 
performance of classification-based models (Ting, 
2017). The structure of the confusion matrix is 
represented through rows and columns, where 
rows are the actual classes of the instances and 
columns are the predicted classes. Confusion 
matrix is represented as a 2 x 2 matrix with four 
terms, namely 'true positive' (TP), 'true negative' 
(TN), 'false positive' (FP) and 'false negative' (FN) 
(Hasnain et al., 2020). 

The 'true negative' (TN) value is the amount 
of harmful data correctly detected, while 'false 
positive' (FP) is harmful data detected as positive. 
Meanwhile, 'true positive' (TP) is positive data that 
is detected correctly. 'false negative' (FN) is the 
opposite of 'true positive', so it is positive data but 
detected as harmful data (Alfi, 2019) 

 

Table 1. Confusion Matrix 

Class 

True Class 

Positive Negative 
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FN TN 

(Source: Zohreh Karimi, 2021) 

1. True Positive (TP): actual data in the positive 
class, and the model predicts positive. 

2. True Negative (TN): actual data in the 
negative class, and the model predicts 
negative. 

3. False Positive (FP): actual data in the 
negative or neutral class, but the model 
predicts positive. 

4. False Negative (FN): actual data in the 
positive or neutral class, but the model 
predicts negative. 

 
3. Results and Discussion 
3.1 Business Understanding 

This research aims to provide an in-depth 
understanding of the impact of classification on 
sales results through promotional media such as 
television, radio and social media in a dataset 
related to marketing promotions. In addition, this 
research aims to identify and determine the most 
effective algorithm for classifying sales results, 
hoping to provide more accurate and targeted 
performance results for strategic decision-making 
in the marketing domain.  

The purpose of Data Mining from this 
research is to explore practical and previously 
unknown information from the 'Marketing 
Promotion TV vs Radio vs Social Media' dataset, 
which then looks for performance results and 
assesses and compares the performance of 
previously determined classification algorithms 
such as Naive Bayes, K-Nearest Neighbor, 
Support Vector Machine, Random Forest and 
XGBoost. 

 
3.2 Data Understanding 
a. Data Collection 

The dataset used for this research is 
'Marketing Promotion TV vs Radio vs Social 
Media', accessed from the Kaggle platform. This 
dataset presents information related to marketing 
promotions through television, radio, and social 
media, along with attributes that include sales 
results. 
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b. Data Description 
 

Table 2. Attributes in the Dataset 

No Attributes Description 

1 TV 

Indicates categories on 
television media, with 
values such as 'Low', 
'Medium', and 'High' 

2 Radio 
Expresses the value of 
spending on radio media in 
numerical form 

3 
Social 
Media 

Expresses the value of the 
expenditure on social media 
in numerical form 

4 Influencer 

Indicates the category of 
influencer type used, with 
values such as 'Micro', 
'Mega', 'Nano', and 'Macro' 

5 Sales 
States the value of sales 
generated 

(Source: 
https://www.kaggle.com/datasets/yakhyojon/mark
eting-promotion) 

 
In Table 2, one attribute is added based on 

the value called label, where this label is the 
category or level of the sales value to be classified. 

 
c. Data Exploration 

In the context of your sales data, you can 
explore the distribution of numerical variables 
such as 'TV, 'Radio', 'Social Media', and 'Sales' 
using graphs or histograms. 

 
(Source: Research Process, 2024) 

Figure 2. TV Histogram 

In Figure 2, the context of TV histogram 
visualisation, there are three main categories: 
'Low', 'High' and 'Medium', which represent the 
level of 'Label'. It can be seen that the 'Low' 

category labelled as low reaches a high of 100%, 
the 'High' category labelled as high reaches 57%, 
and the 'Medium' category labelled as medium 
reaches 59%. Shows that the dataset has 
relatively low 'TV' values. This indicates that most 
'TV' values in the dataset are close to low. 

 
d. Data Quality Verification 

Data quality verification aims to ensure that 
the data used in the analysis is of good quality, 
free from errors, and reliable. It can be seen in the 
relationship between variables and other 
variables, one of which uses a Correlation heat 
map. 

 

 
(Source: Research Process, 2024) 

Figure 3. Correlation Heatmap 
 

The correlation in Figure 3 between 'TV' and 
'Sales' is 0.93. A high correlation value close to 1 
indicates a strong positive linear relationship 
between TV and Sales. This means that the higher 
the TV, the higher the Sales. 

The correlation between 'Radio' and 'Sales' 
shows a correlation value of 0.86, and the 
correlation between 'Social Media' and 'Sales' 
shows a correlation value of 0.54. In contrast, the 
correlation between 'Influencers' and 'Sales' 
shows a correlation value of 0.00. The low 
correlation value indicates no significant linear 
relationship between influencers and sales. 

3.3 Data Preparation 
This stage is used to refine the data included 

in the modelling process. 

a. Selecting Data 
The marketing promotion data obtained as 

raw data can be reviewed in the following table : 
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Table 3. Marketing Promotion Dataset 

TV Radio Social Media Influencer Sales Label 

Low 3.518070 2.293790 Micro 55.261284 Low 
Low 7.756876 2.572287 Mega 67.574904 Low 
High 20.348988 1.227180 Micro 272.250108 High 

Medium 20.108487 2.728374 Mega 195.102176 High 
High 31.653200 7.776978 Nano 273.960377 High 
… … … … … … 

Medium 14.656633 3.817980 Micro 191.521266 High 
High 28.110171 7.358169 Mega 297.626731 High 

Medium 11.401084 5.818697 Nano 145.416851 Medium 
Medium 21.119991 5.703028 Macro 209.326830 High 

Low 13.221237 3.660566 Micro 135.773151 Medium 

(Source: https://www.kaggle.com/datasets/yakhyojon/marketing-promotion) 
 

Table 4 shows the selection of attributes and 
the reduction of one attribute based on the 
previous data quality verification results, namely 
the attributes 'Influencer' and 'Sales'. 

 
Table 4. Table Selection 

TV Radio 
Social 
Media 

Label 

Low 3.518070 2.293790 Low 
Low 7.756876 2.572287 Low 

High 20.348988 1.227180 High 

Medium 20.108487 2.728374 High 

High 31.653200 7.776978 High 
… … … … 

Medium 14.656633 3.817980 High 

High 28.110171 7.358169 High 
Medium 11.401084 5.818697 Medium 

Medium 21.119991 5.703028 High 
Low 13.221237 3.660566 Medium 

(Source: Research Process, 2024) 

b. Independent and Dependent Variables 
Independent variables are variables that are 

assumed to have an influence on or cause 
changes in other variables. The independent 
variables in this analysis refer to 'TV', 'Radio', and 
'Social Media'. While the dependent variable is the 
variable that is assumed to receive the influence 
or effect of the independent variable, the 
dependent variable in this analysis is 'Label'. 

 
c. Label Encoding 

Label encoding is a coding technique used to 
convert categorical values in a variable into 
numerical values. In this process, the dependent 
variable 'Label' is label encoding with conditioning, 
which aims to transform the category value of 
'Label' into a numerical representation, namely 
'High' is mapped to value 2, 'Medium' is mapped 
to value one and 'Low' is mapped to value 0. 
 
d. Normalisation 

Normalisation transforms the values in a 
dataset into a specific range or scale, usually 0 to 
1 or -1 to 1. The results of normalisation using the 
Min-Max Scaling method on the features 'TV', 

'Radio', and 'Social Media'. Each row represents 
one data point in the dataset, while each column 
represents the value of each feature after 
normalisation. 

Attribute 'TV': Each value has been 
normalised to be between 0 and 1. For example, 
a value of 0 in the 'TV' feature indicates that the 
data has the lowest spending, while a value of 1 
indicates spending—these are the other 
attributes. 

 
3.4 Modelling 

In this phase, the data mining process uses 
the Naïve Bayes, Random Forest, K-Nearest 
Neighbors, Support Vector Machine and XGBoost 
algorithm models. Data processing tools, namely 
Python with Google collabs, support this process. 
Before modelling, the dataset will be divided into 
training data by 70% and testing data by 30%, 
where the testing data consists of 400 records and 
testing 172 records. 

a. Naïve Bayes Classification Algorithm 
The stage of reading the Naïve Bayes 

algorithm model and conducting training data, 
where the results represent the Gaussian model 
object that has been initialised. 

 
b. SVM Classificainitialisedthm 

SVC(kernel='rbf', C=10, gamma=1), the 
output is a representation of a Support Vector 
Machine (SVM) model object that has been 
initialised with a Radial Basis Function (RBF) 
kernel used to handle non-linear data. 'C=10' 
refers to the balance between misclassification in 
the training data, which aims to minimise 
misclassification in the training data and Model 
Complexity. Meanwhile, 'gamma=1' creates an 
SVM model that adapts and is sensitive to small 
details in the data. 

 
c. KNN Classification Algorithm 

The output of KNeighborsClassifier 
(n_neighbors=13) shows that the K-Nearest 
Neighbors (KNN) model has been successfully 

https://www.kaggle.com/datasets/yakhyojon/marketing-promotion
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created with a particular configuration, where 
'KNeighborsClassifier' is the class of the KNN 
model used for classification and n_neighbors=13 
is the best K. 

 
d. Random Forest Classification Algorithm 

RandomForestClassifier (max_depth = 10, 
n_estimators = 150, random_state = 42) indicates 
a successful Random Forest Classifier model 
creation. This Random Forest Classifier is the 
class of Random Forest models used for 
classification tasks. 

 
e. XGBoost Classification Algorithm 

XGBoost output results This information 
provides an overview of how the XGBoost model 
is configured and can be used to make predictions 
on new data or evaluate test data. 

 
3.5 Evaluation 

The test results carried out at the modelling 
stage will obtain a model, which will then be 
evaluated to measure the performance of each 
algorithm. In general, the performance of the 
classification is described using a confusion 
matrix. 

a. Confusion Matrix of Naïve Bayes Algorithm 

 
(Source: Research Process, 2024) 

Figure 4. Confusion Matrix Naïve Bayes 

The results are obtained in the figure:4 Class 
'Low' (0), TP(True Positive) 43 predicted data 
records labelled 'Low' and correct. Class 'Medium' 
(1), TP(True Positive) 20 predicted data records 
labelled 'Low' and correct. Class 'High' (2) True 
Positive (TP): The model correctly predicted 71 
data records as High. The numbers from the 
matrix can be used to see the model's 
performance, such as accuracy, precision, recall 
and f1-score. 

Table 5. Classification Report Naive Bayes 

 precision recall 
F1-

score 
support 

0 0.75 1.00 0.85 43 
1 0.56 0.49 0.52 41 
2 0.90 0.81 0.85 88 

accuracy   0.78 172 
macro 

avg 
0.74 0.76 0.74 172 

(Source: Research Process, 2024) 
 

As seen in Table 5, For class 0, the model 
shows a precision level of 75%, which means that 
of all predictions categorised as class 0, 75% are 
classified as actual class 0. Recall for class 0 is 
100%, indicating that the model can identify all 
instances of class 0.  

Class 1 is seen to be inferior, with 56% 
precision and 49% recall. Of the class 1 
predictions, only 56% predicted class 1, and the 
model could only identify 49% of the actual 
instances of class 1. Class 2 showed good 
performance with 90% precision and 81% recall. 
The F1 score, as a balance between precision and 
recall, reached 85% for classes 0 and 2, while 
class 1 had an F1 score of 52%. The total 
accuracy of the model reached 78%. Thus, the 
overall performance evaluation of the model 
showed a reasonably high success rate. 

b. Confusion Matrix of KNN Algorithm 

 
(Source: Research Process, 2024) 

Figure 5. Confusion Matrix KNN 

The image's in Figure 5 result is Class 'Low' 
(0), True Positive (TP): The model correctly 
classified 36 data as Low. Class 'Medium' (1), 
True Positive (TP): The model correctly classified 
15 data as a medium. Class 'High' (2), True 
Positive (TP): The model correctly classified 85 
data as High. 
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Table 6. Classification Report KNN 

 precision recall 
F1-

score 
support 

0 0.83 0.81 0.82 43 
1 0.63 0.41 0.50 41 
2 0.83 0.97 0.89 88 

accuracy   0.80 172 
macro 

avg 
0.76 0.73 0.74 172 

(Source: Research Process, 2024) 

In Table 6, class 0, for which the model has a 
high precision (83%), meaning all predictions 
categorised as class 0, 83% of categorised correct 
class 0 and a recall of about 81%, indicating the 
model's ability to detect most Class 0 instances. 
The F1 score of about 82% reflects the balance 
between precision and recall for this class. 

Class 1, where the Precision for Class 1 is 
63%, indicates the model's ability to identify 
instances labelled as Class 1 with moderate 
accuracy. The recall is about 41%, and the F1 
score is about 50%, reflecting a balance between 
lower precision and recall compared to Class 0 
and 2. 

Class 2, where the model is very good at 
identifying instances of Class 2, with a precision of 
83%, recall of 97% and an F1 score of around 
89%. This shows that the model gives exact 
predictions for Class 2. 

c. Confusion Maxtrix of SVM Algorithm 

 
(Source: Research Process, 2024) 

Figure 6. Confusion Matrix SVM 

The figure 6, result is Class 'Low' (0), True 
Positive (TP): The model correctly classified 37 
data as Low. Class 'Medium' (1), True Positive 
(TP): The model correctly classified 17 data as 
medium. Class 'High' (2), True Positive (TP): The 
model correctly classified 84 data as High. 

Table 7. Classification Report SVM 

 precision recall 
F1-

score 
support 

0 0.80 0.86 0.82 43 
1 0.65 0.41 0.51 41 
2 0.84 0.95 0.89 88 

accuracy   0.80 172 
macro 

avg 
0.77 0.74 0.74 172 

(Source: Research Process, 2024) 

In Table 7, class 0 has a precision of about 
80% in identifying Class 0 and a recall of about 
86%, indicating the model's ability to detect most 
of Class 0. The F1-Score of about 82% reflects the 
balance between precision and recall for this 
class. 

Class 1, Precision for Class 1 is 65%, 
indicating the model's ability to identify with the 
Class 1 label with moderate accuracy. The recall 
is about 41%, indicating that the model may 
overlook many Class 1 instances. The F1 score is 
about 51%, reflecting the balance between lower 
precision and recall compared to Class 0 and 2. 

Class 2, the model is very good at identifying 
from Class 2, with a precision of 84%, recall of 
95%, and F1-Score of about 89%. This indicates 
that the model tends to provide precise predictions 
for Class 2. The model's overall accuracy is 80%, 
reflecting the percentage of correct predictions 
from the entire dataset. 

d. Confusion Matrix of Random Forest 
Algorithm 

 
(Source: Research Process, 2024) 

Figure 7. Confusion Matrix Random Forest 

As can be seen in the figure 7, the result is 
Class 'Low' (0), True Positive (TP): The model 
correctly classified 33 data as Low. Class 
'Medium' (1), True Positive (TP): The model 
correctly classified 18 data as a medium. Class 
'High' (2), True Positive (TP): The model correctly 
classified 81 data as High. 
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Table 8. Classification Report Random Forest 

 precision recall 
F1-

score 
support 

0 0.80 0.77 0.79 43 

1 0.53 0.44 0.48 41 

2 0.84 0.92 0.88 88 

accuracy   0.77 172 

macro 
avg 

0.72 0.71 0.71 172 

(Source: Research Process, 2024) 

In Table 8, class 0, the model has a precision 
of about 80% in identifying those that belong to 
Class 0 and a recall of about 77%, indicating the 
model's ability to detect most of Class 0. The F1-
Score of about 79% reflects the balance between 
precision and recall for this class. 

Class 1, Precision for Class 1 is 53%, 
indicating the model's ability to identify with the 
Class 1 label with moderate accuracy. The recall 
was about 44%, indicating that the model probably 
detected most of Class 1. The F1 score was about 
48%, reflecting the lower precision and recall 
balance compared to Class 0 and 2. 

Class 2, the model is very good at identifying 
instances of Class 2, with a precision of 84%, 
recall of 92%, and F1-Score of about 88%. This 
shows that the model tends to give correct 
predictions for Class 2. Likewise, the model's 
overall accuracy is 77%, indicating the percentage 
of accurate predictions from the entire dataset. 

e. Confusion Matrix of XGBoost Algorithm 

 
(Source: Research Process, 2024) 

Figure 8. Confusion Matrix XGBoost 

As can be seen in the figure, the result is 
Class 'Low' (0), True Positive (TP): The model 
correctly classified 35 data as Low. Class 
'Medium' (1), True Positive (TP): The model 
correctly classified 13 data as medium. Class 
'High' (2), True Positive (TP): The model correctly 
classified 86 data as High. The numbers from the 

matrix can be used to see the model's 
performance, including accuracy, precision, recall, 
and f1 score. 

Table 9. Classification Report XGBoost 

 precision recall 
F1-

score 
support 

0 0.81 0.81 0.81 43 

1 0.59 0.32 0.41 41 

2 0.80 0.98 0.88 88 

accuracy   0.78 172 

macro 
avg 

0.74 0.70 0.70 172 

(Source: Research Process, 2024) 

In Table 9, class 0, the model has a precision 
of about 81% in identifying those that belong to 
Class 0 and a recall of about 81%, indicating the 
model's ability to detect most instances of Class 0. 
The F1-Score of about 81% reflects the balance 
between precision and recall for this class. 

Class 1, Precision for Class 1 is 59%, 
indicating the model's ability to identify with the 
Class 1 label with moderate accuracy. The recall 
is about 32%, and F1 Score is about 41%, 
reflecting a balance between lower precision and 
recall compared to Class 0 and 2. 

Class 2: The model is very good at identifying 
from Class 2, with a precision of 80%, recall of 
98%, and F1-Score of 88%. This indicates that the 
model tends to provide exact predictions for Class 
2, and the overall accuracy of the model is 78%, 
reflecting the percentage of correct predictions 
from the entire dataset. 

3.6 Deployment 
This stage will make a report to complete the 

entire activity; in this research, the K-Nearest 
Neighbors, Naïve Bayes, Support Vector 
Machine, Random Forest and XGBoost 
algorithms in the classification comparison for 
marketing promotion. The analysis results 
obtained the accuracy value of each algorithm, 
where the KNN (K-Nearest Neighbors) algorithm 
successfully classified the data with an accuracy 
rate of 79.65%. This means that about 79.65% of 
the predictions are correct according to the actual 
class, Naive Bayes achieved an accuracy of 
77.91%, SVM (Support Vector Machine) has an 
accuracy rate of 80.23%, Random Forest has an 
accuracy rate of 76.74% and XGBoost also has an 
accuracy of 77.91%. 

In Table 10, the SVM model performed best 
with the highest accuracy and balanced precision, 
recall and F1-Score values. The Random Forest 
model showed low accuracy and slightly lower 
precision performance than the other models. We 
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will determine how well each model can classify 
data about these marketing promotions based on 
their accuracy levels. 

Table 10. Algorithm Comparison Results 

Model 
Accuracy 

% 
Precision 

% 
Recall 

% 
F1 
% 

KNN 79.65 78.06 79.65 78.04 
Naïve 
Bayes 

77.91 78.08 77.91 77.39 

SVM 80.23 78.67 80.23 78.60 
Random 
Forest 

76.74 75.47 76.74 75.89 

XGBoost 77.91 75.56 77.91 75.31 

(Source: Research Process, 2024) 

4. Conclusion 
Based on the results of the research 

conducted, it can be concluded that by applying 
the Cross Industry Standard for Data Mining 
(CRISP-DM) methodology, the research begins 
with an understanding of the business, followed by 
the preparation and knowledge of data, which will 
later be used in the modelling stage. Several 
classification algorithms such as Naive Bayes, K-
Nearest Neighbor, Support Vector Machine, 
Random Forest and XGBoost are used in the 
modelling stage. Based on the analysis, the 
Random Forest Algorithm provides classification 
accuracy results of 0.76 (76%). The SVM 
algorithm provides classification accuracy results 
of 0.80 (80%). KNN algorithm provides 
classification accuracy results of 0.79 (79%). The 
Naive Bayes algorithm provides classification 
accuracy results of 0.77 (77%), and the XGBoost 
algorithm provides 0.77 (77%) classification 
accuracy results. Based on the results of testing 
classification models that have been carried out 
using datasets related to marketing promotions 
obtained from Kaggle under the name 'Marketing 
Promotion TV vs Radio vs Social Media', the 
Support Vector Machine (SVM) shows the highest 
performance among all models with precision, 
recall, F1-score and overall accuracy model 
values of 0.80 (80%). This indicates that SVM can 
provide accurate and consistent predictions for 
each class. 
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